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EXECUTIVE SUMMARY

The purpose of this research paper is to report on the analysis of a large global sample of live Aptis test data to investigate to what extent the theoretical assumptions hold regarding the central role accorded to the grammar and vocabulary (henceforth “Core”) component of the test.

The Aptis test offers a flexible English language assessment system in which candidates can choose to complete a range of test components, from the second language (L2) skills of Reading, Listening, Speaking and Writing. All candidates are also required to complete the grammar and vocabulary knowledge “Core” component. Scores in this component are reported to each candidate on a scale of 0–50 and also perform an important function in refining CEFR level allocation for each of the individual skill components. The findings from this research project provide empirical insights into how this scoring model functions for a large and varied global sample of participants (over 66,000 in total, with sub-analyses being carried out using a sample of at least 10,000 candidates who took all five Aptis components).

The focus of the analysis in this report is twofold. The first element of the research addresses the relationship between grammar and vocabulary as operationalised and tested within the Aptis core component. Following this, the focus broadens to incorporate all components of the Aptis test, including Listening, Reading, Speaking, and Writing. The research questions are as follows:

RQ1: To what extent are grammar and vocabulary items which constitute the Core component in Aptis separable constructs?

RQ2: To what extent does the grammar and vocabulary component represent a core construct in the Aptis test?

Under RQ1 we examine the evidence which indicates whether grammar and vocabulary components can be considered as separable. This is an important first step in the analysis since, if the grammar and vocabulary components were to be found to be separable constructs, then it would call into question the validity of using a single score from the Core component to inform the final achievement on the additional skills. Dimensionality of this component was assessed using parallel analysis and multidimensional item response theory (MIRT). The findings gave broad support for the treatment of the Core component scores as lying on a single scale.

RQ2 provides the opportunity to explore the extent to which we might consider the Core section as central to the construct of English language ability, as measured by all components (i.e. Reading, Listening, Speaking, Writing, plus the Core component). If the Core component is not “central”, it calls into question the validity of using the scores on this Core component to inform the achievement on the additional components. Correlation analysis indicated that the relationship between the Core component and each of the skill areas was stronger than relationships between individual skill areas. This was complemented by MIRT analysis, drawing on evidence from the bifactor structure for assessing the viability of subscales, which indicated that the grammar and vocabulary questions in the Core component only draw minimally on latencies above and beyond the L2 English Ability factor hypothesised to explain Aptis test performance, in contrast to the skill-area components which rely more heavily on commonalities not captured by the general factor. Finally, a series of generalised additive model for location, shape and space (GAMLSS) indicated a broadly linear relationship between Core component performances and those of each of the skills components.

The combined evidence from each of these investigative strands provides evidence to consider the Core component as indeed “core” to the Aptis test.
The study reported in this technical document can therefore be viewed as providing empirical support for both the scoring model underpinning the role of the Core component in the Aptis test, and the cognitive processing models of L2 language proficiency upon which the Aptis test was founded, i.e., those which posit grammar and vocabulary in a core role across all language domains (Field, 2013; Khalifa & Weir, 2009). While this has been shown empirically in other contexts, the usefulness of the current study lies in its use of Aptis data, the large scale of the participant sample, and the wide range of language aptitudes incorporated. This study was able to map the relationship between grammar and vocabulary, and each of the skills of Listening, Reading, Writing, and Speaking for abilities spanning CEFR levels A0 to C1.

With respect to the design of the Aptis test, the study findings indicate that there is no strong evidence to contradict the current approach of reporting and using the Core component scores on a single scale, i.e., amalgamating scores from grammar and vocabulary items. Additionally, the results of the investigation gave support for using the Core component scores to feed into the CEFR level allocations in the other skill areas.
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1 Aptis General does not discriminate between C1 and C2 level abilities; a further study using data from the Aptis Advanced would provide the opportunity.
1. INTRODUCTION

The research study described in this document explores the interpretation and use of the Aptis Grammar and Vocabulary component, also known as the “Core” component. The analytic focus is on empirically validating the theoretical assumptions underlying the design of the test scoring mechanism by which scores from this core component feed into CEFR level decisions for each of the four individual language skill areas. Close statistical scrutiny is made of a large data set comprising candidate responses to all five components of the Aptis test, first investigating the nature of the relationship between the grammar section and vocabulary section of the Core component, and subsequently the relationship of the Core component as a whole to the rest of the skills components in the Aptis test. This provides important groundwork for ongoing research into the functioning of the Aptis scoring process. In particular, the empirical evidence reported in this document is intended to form the basis of the upcoming evaluation of the functioning of live scoring mechanisms for test development purposes.

2. AIMS OF THE RESEARCH

The purpose of this research paper is to report on the analysis of a large global sample of live Aptis test data to investigate to what extent the theoretical assumptions hold regarding the central role accorded to the grammar and vocabulary (henceforth “Core”) component of the test. This section outlines the Aptis test and provides some theoretical background to the test design decisions that positioned this component at the centre of the testing system.

2.1 Core component in the Aptis testing system

The Aptis test offers a flexible English language assessment system in which candidates can choose to complete a range of test components from the second language (L2) skills of Reading, Listening, Speaking and Writing. Results are reported both on a scale between 0–50 and as a level on the Common European Framework of Reference for Languages (CEFR) (Council of Europe, 2001). All candidates are also required to complete the grammar and vocabulary knowledge “Core” component.

Scores in this component are reported to each candidate on a scale of 0–50, and, in addition, perform an important function in refining CEFR level allocation for each of the individual skill components. This procedure reflects the understanding of grammar and vocabulary as key sub-processes in models of L2 language ability (Field, 2013; Khalifa & Weir, 2009). The intention in building this into the Aptis scoring model is to increase the fairness and accuracy of grade allocation in cases in which a candidate’s performance in any of the four skill areas fall just shy of a grade boundary.

The Aptis testing system was therefore designed with grammar and vocabulary at its heart, with performance on the Core component considered to be associated with some of the fundamental skills required in each of the skill components. The use of the score information to refine decisions is justified on theoretical grounds (O’Sullivan & Dunlea, 2015), as described in a little more detail below.
2.2 Theoretical assumptions underpinning the Aptis test design

The design of the Aptis test and scoring system is based on the socio-cognitive model. The technical manual states that ‘tasks are designed to reflect carefully considered models of language progression that incorporate cognitive processing elements’ (O’Sullivan & Dunlea, 2015, p. 6). For the receptive skills, this refers to Khalifa and Weir’s (2009) cognitive model of Reading, and Field’s (2013) cognitive processing framework for Listening. Both these models incorporate a central role for lexical and grammatical knowledge, with word recognition and parsing as foundational, bottom-up, sub-processes (see Figures 1 and 2).

Figure 1: The central processing core of Khalifa and Weir’s (2009) cognitive model of Reading (as per adaptation for Brunfaut and McCray, 2015)

Figure 2: A simplified cognitive model of the listening process (Field, 2018)
With respect to productive skills, there is not an equivalent role for such models in test design and development, as the focus is on the language that a learner chooses to use in order to communicate their intended response, rather than that which they are responding to. As such, the Aptis test employs a checklist approach to task design with language functions derived from the British Council–EAQUALS Core Inventory (North, Ortega & Sheehan, 2010) and the lists for Speaking developed by (O’Sullivan, Weir & Saville, 2002) form the basis of productive skill tasks. With respect to this approach, O’Sullivan et al. (2002) state:

We are not claiming that it is possible to predict language use at a micro level (grammatical form or lexis), but that it is possible to predict informational and interactional functions and features of interaction management.

(O’Sullivan et al., 2002, p. 47)

However, in terms of understanding the process by which a learner selects language for use, models for productive language give a central role to the ability to retrieve relevant vocabulary and grammar. For example, in Levelt’s (1989) model of Speaking, and Grabe and Kaplan’s (1996) model of text construction in Writing, we see the lexicon, in particular, as taking a central position, with grammatical encoding and syntax closely associated.

Indeed, the majority of second language acquisition and language testing researchers endorse the view that grammar and vocabulary are foundational aspects of language ability. In their multi-componential framework of communicative language ability, (Bachman & Palmer, 1996, 2010) place ‘knowledge of syntax, vocabulary, phonology, and graphology’ together under the title ‘grammatical knowledge’ (Bachman & Palmer, 2010, p. 44) as the first element in the framework. However, it is also recognised that this knowledge will be activated differently within each language domain. For example while readers can rely on linguistic information in the text via bottom-up processes, the ‘online’ nature of Listening means that learners tend to draw more on top-down processes (Lund, 1991; Park, 2004). In practical terms, this means for example that the L2 listener will often compensate for lack of specific vocabulary knowledge by drawing on other, more general or metacognitive, areas of knowledge, but this is less common in L2 Reading (van Zeeland & Schmitt, 2013, p. 461). (See also Hu & Nation, 2000; Wang & Treffers-Daller, 2017). In productive skills meanwhile, the learner has more opportunity to actively decide upon the level of complexity at which they operate (e.g., Schoonen et al., 2003).

While it is not to be assumed, therefore, that grammar and vocabulary will play identical roles with respect to cognitive processing for each skill areas, these elements of language knowledge are understood to play a strong part in explaining learner performances across all language domains. This is the first time that a large-scale study has tested this empirically using Aptis test data.

3. LITERATURE REVIEW

Grammar and vocabulary have both been shown to be very good predictors of overall L2 language proficiency and correlate highly with other skills; the richest empirical evidence in this area has arisen from ‘componential’ studies, which are designed to assess the relative role of a range of variables in explaining L2 language ability. These often incorporate grammar or vocabulary, or both, as hypothesised explanatory factor(s). There is also a body of literature devoted solely to exploring the relationship between vocabulary and L2 proficiency, which is considered after a closer look at some relevant componential studies.
3.1 Componential studies of L2 ability

The aim of componential studies is to tease apart L2 skills into subskills, or components, incorporating a range of different elements, often including both grammar and vocabulary as key factors. The discussion below focuses on studies looking into each language skill in turn. Overall, it serves to illustrate that while there is a general level of agreement that grammar and/or vocabulary make a substantial contribution to the prediction of L2 skills performance, there is little agreement in the balance in the contribution of grammar and vocabulary, even in studies investigating the same L2 skill. Some researchers emphasise the role of grammar, others vocabulary, and yet more conflate the two. These empirical studies nonetheless show that while there is a key role for both vocabulary and grammar in explaining L2 proficiency, the relationship is not necessarily straightforward. The current report will investigate the role of both grammar and vocabulary in explaining test performance in each of the four skill areas, for candidates across the ability spectrum, thus making an important contribution to this body of literature.

Listening: Joyce (2011) has demonstrated a strong role for grammatical knowledge (using an aural measure) in explaining L2 Listening performance, with an impressive correlation of .81. By contrast, Joyce’s study found no significant role for an aural vocabulary breadth measure, although there was a correlation of .73 with a ‘phonological modification knowledge’ variable which describes the learners’ ability to segment the aural input into separate lexical items (Joyce, 2011, p. 87). This highlights the importance of possessing the ability to accurately detect isolatable words in the flow of speech. See also Pan, Tsai, Huang and Liu (2018) which demonstrates the relevance of this skill at a multi-word level.

Joyce’s finding of a predominant role for grammar was at odds with that of Mecartty (2000) who concluded that grammar, operationalised through a sentence completion multiple-choice task and a grammaticality judgement task, was not a significant predictor of Listening ability alongside vocabulary knowledge. The measure of vocabulary used in her study had a moderate correlation of .38 with Listening comprehension (Mecartty, 2000, p. 336).

Mecartty’s findings have influenced the study design of several recent componential studies of L2 Listening (e.g., Vandergrift & Baker, 2015; Wang & Treffers-Daller, 2017). These studies do not hypothesise grammatical ability as a factor, focusing rather on metacognitive abilities and working memory capacity, alongside vocabulary knowledge. Wang and Treffers-Daller (2017) observe a correlation of .44 between vocabulary knowledge and Listening comprehension. As a result of these different approaches there is therefore no consensus on the balance in the role of grammar and vocabulary in L2 Listening.

Reading: In order to successfully parse the combinations of words encountered in a Reading text, L2 readers must be able to draw upon a suitable level of grammatical resource (Jung, 2009; Weir, 2005). Indeed, the importance of grammatical or syntactic knowledge has been long emphasised by researchers, with Grabe (2009) stating that ‘the process of parsing incoming text for structural information that supports comprehension is something that happens almost every second during fluent Reading’ (Grabe, 2009, p. 199). (See also Alderson, 1993 and van Gelderen et al., 2004.)

A large body of evidence has accumulated to attest to the role played by both grammar and vocabulary as strong predictors of Reading ability; a comprehensive overview can be found in Jeon and Yamashita’s meta-analysis of the findings of component-skill studies (2014). The results of their meta-analysis indicated L2 grammar knowledge ($r = .85$), L2 vocabulary knowledge ($r = .79$) to be two of the three strongest correlates of L2 Reading comprehension, the third being ‘L2 decoding’ ($r = .56$).

Writing: The relationship between the development of L2 Writing and grammatical/vocabulary knowledge does not follow a simple trajectory (Larsen-Freeman, 2006). In a componential study comparing L1 and L2 Writing, Schoonen et al. (2003) show that linguistic variables, including lexical, grammatical and orthographic knowledge, as well as fluency of retrieval, all play a significant role in L2 Writing amongst 8th grade EFL learners. Correlations of .63 were found between vocabulary and L2 Writing proficiency, and .84 between grammar and L2 Writing (Schoonen et al., 2003, p. 193).

However, a subsequent longitudinal study, also using SEM analysis, allowed these researchers to demonstrate an increasing role for grammatical knowledge and lexical retrieval in L2 Writing between 8th and 10th grade learners, over vocabulary knowledge (Schoonen, Van Gelderen, Stoel, Hulstijn & De Glopper, 2011, p. 65).
Other studies also highlight an important role for grammar in L2 Writing (cf. McNamara, 1996; Wolfe-Quintero, Inagaki & Kim, 1998).

**Speaking:** Grammar plays a prominent role in research investigating the componentiality of L2 Speaking ability. McNamara (1990) and Iwashita, Brown, McNamara and O’Hagan (2008) observe a strong role for grammar in describing levels of L2 Speaking proficiency. However, both these studies base the explanation of the holistic rating scale on evidence elicited from the learner in the same Speaking test.

In response to studies set up in this way, De Jong, Steinel, Florijn, Schoonen and Hulstijn (2012) highlight the need to draw upon evidence outside of immediate Speaking test production to reference the levels of the various components hypothesised to contribute to Speaking ability. In taking a structural equation modelling approach to investigating the componentiality of L2 Speaking knowledge, these researchers found a high correlation between the latent vocabulary and grammar measures derived from written tests, with the role of vocabulary knowledge superseding grammar in the final explanatory model (De Jong et al., 2012, pp. 26–27). They also found grammar and vocabulary to play a more dominant role at lower ability levels.

### 3.2 Vocabulary knowledge and L2 ability

Studies designed to address the relationship between vocabulary test scores and a range of L2 skill areas include Milton, Wade and Hopkins (2010) and Zimmerman (2004) who each explored relationships between vocabulary and language performance across all four modalities, and Staehr (2008), who examined relationships with Writing, Reading and Listening.

Findings in these studies indicate that vocabulary knowledge alone accounts for a large proportion of variance in L2 language test performance. For example, in a series of binary regression models, Staehr’s study indicated that a measure of written receptive vocabulary size can account for 72% of the variance in the ability to obtain an average score or above in the Reading test, 52% of the variance for achieving above-average Writing score, and 39% in the Listening scores. The manner of testing for vocabulary knowledge appears to have some bearing on the strength relationship with skill performance. Milton et al. (2010) employed two vocabulary test delivery modes: A-Lex, an aural vocabulary measure (Milton & Hopkins, 2005), and X-Lex, a written vocabulary measure (Meara & Milton, 2003). Correlations between the aural vocabulary measure (A-Lex) and Speaking scores were in the same range as the relationship between the written vocabulary measure (X-Lex) and the Reading and Writing scores (r=.70-.76). Zimmerman (2004) employed the PVLT, a measure of productive vocabulary (Laufer & Nation, 1999) and found this to correlate more strongly with Speaking and Listening (r=.66 for each), than Reading and Writing (r=.60 for each).

It is also worth mentioning findings from means of lexical coverage studies (Nation, 2006), which demonstrate the relationship between vocabulary knowledge and L2 receptive skills. The percentage of words known in a text can highlight the relevance of lexical knowledge in explaining comprehension of written texts (Hu & Nation, 2000; Schmitt, Jiang & Grabe, 2011) and aural texts (van Zeeland & Schmitt, 2013). With respect to current concerns, this would suggest a strong role for vocabulary in determining a candidate’s level of comprehension brought to the input materials for test tasks.

### 3.3 Summary and issues for consideration

While confirming a key role for both vocabulary and grammar in explaining L2 proficiency, the empirical studies described in the preceding section indicate that there is not necessarily a straightforward relationship. In part, this is due to the mixed purpose and design of the existing empirical studies. However two key issues of relevance are worth discussing further: (1) the modality of testing subskills; and (2) the level of proficiency of learner sample.
Modality of testing: If the modality of testing grammar and vocabulary is matched with that of the L2 proficiency measure, it seems more likely that it will exhibit a closer relationship than unmatched modality. It would be expected that there will be a greater amount of overlapping variance in the matched modality tests. For example, if a test-taker were to complete a written measure of vocabulary followed by a Listening test, this would doubtless explain their performance to a certain degree, however only to the extent that the written vocabulary measure reflects their ability to transfer their knowledge of the words to interpreting spoken language. The degree of transfer would likely vary between individuals, thus affecting the overall variance explained by the non-matched skill test. This distinction in modality is picked up on in vocabulary studies (Milton et al., 2010; Zimmerman, 2004), but does not always show the expected pattern. For example, Zimmerman (2004) found the reverse to be the case, in that a written vocabulary measure correlated most closely with a Speaking test. The results of this single study should not lead to modality considerations being discounted. In the componential studies, one possible reason for the discrepancy in findings reported by Joyce (2011) and Mecartty (2000) relates to the distinction in the modality of the testing approach. The relevance of this commentary to the current investigations is that the grammar and vocabulary test in the Aptis testing system is delivered as a written response to visual stimulus; therefore, a key assumption underlying the use of the results from this test to refine scores across all language domains is that this knowledge is, to some extent, transferable across modalities.

Role of grammar and vocabulary at different points on the ability spectrum: It is possible that differences in the level of proficiency in learner samples account for some of the discrepancies in the empirical findings described above. It has been contended that grammar and vocabulary are differentially predictive of L2 proficiency at different levels of proficiency. For example, in predicting L2 speaking ability, Higgs and Clifford (1982) in their relative contribution model indicated that vocabulary played a more important role at lower ability levels; however, empirical findings in this area have been mixed (De Jong et al., 2012; Iwashita et al., 2008). In his study of L2 reading meanwhile, Purpura (1999) indicated a comparable role for lexico-grammatical knowledge across the ability spectrum, while Shiotsu (2010) found some evidence for a stronger role amongst lower-level learners. In fact, Shiotsu suggested that incorporating a standardised L2 proficiency measure into componential studies of L2 reading would be of great value in allowing research findings to be compared; this could be equally valuable for componential studies across all skill areas. Jeon and Yamashita (2014) incorporated information about proficiency in their meta-analysis of componential studies of reading ability. However, they were unable to take more than a broad-brush approach to proficiency groupings in their meta-analysis. The current study will address this by examining the relationship between grammar and vocabulary across the ability spectrum, A1–C level.

3.4 Dimensionality

Test dimensionality is a key concern in this study, firstly in order to establish whether grammar and vocabulary as measured by the Aptis test are a unitary construct, and secondly to explore the contribution of each of the individual skills tests in contributing to the hypothesised general L2 ability factor. The dimensionality of a test reflects the extent to which subsets of questions, perhaps measuring slightly different skillsets, are distinctly measurable. For example, it is likely that a test comprising 25 English grammar items and 25 algebra items given to non-native speakers of English would exhibit multidimensionality – specifically bi-dimensionality – reflecting the two dimensions of English grammar ability and algebra ability. It is not expected that there is much of a relationship between the two areas, if any.

One way of expressing this relationship could be in terms of the correlations between the scores on the two subskills, a higher correlation would indicate more ‘unidimensionality’ while a lower correlation would indicate more ‘multidimensionality’. The qualifier “more” is used here to highlight the fact that tests are not either unidimensional or multidimensional; indeed, all tests are multidimensional to some extent.

This report will look at the dimensionality of the Grammar and Vocabulary component in isolation, as well as the dimensionality of all five Aptis components jointly. It is thus insightful to consider previous findings in both these areas.
3.4.1 Dimensionality in English grammar and vocabulary for L2 speakers

While the example of multidimensionality is clear in the case of a test that combines grammar and algebra items, a test containing a combination of English grammar and English vocabulary items would exhibit a much less distinct split in terms of dimensionality. In all likelihood, candidates scoring highly on one set of items would have a strong tendency to score highly on the other set, given the overlap in knowledge and skills required. Data from measures with closely related constructs, which tap into very closely related knowledge domains, very often result in item responses that are consistent with both unidimensional and multidimensional interpretations (Reise, Moore & Haviland, 2010).

Varying statistical methods and diverse judgements of the empirical evidence made by researchers can lead to different interpretations of the dimensionality (or more technically “factor structure”) of construct(s). Indeed, taking examples from studies that aim to describe the components of Reading ability, the decision to incorporate grammar and vocabulary as indicators of combined or distinct factors is variable. For instance, Purpura (1999) draws on both vocabulary and grammar measures to form a single ‘lexico-grammatical ability’ factor, while Shiotsu and Weir (2007) and Shiotsu (2010) maintain a distinction between the two constructs in order to explore their relative contribution to Reading ability. In a study comparing the role of grammar and vocabulary in explaining L2 Reading compared to L2 Listening, Mecartty (2000) advises caution in making a complete distinction between grammatical and lexical knowledge:

Because of the complex interplay between lexical and grammatical knowledge, it is still difficult to ascertain their overall contributions to L2 comprehension. In the acquisition of new vocabulary, learners also need to know their orthographic, phonetic, morpho-syntactic, and conceptual properties. As a result, the research instruments purported to measure lexical and grammatical knowledge constantly overlap making these knowledge sources difficult to isolate and produce clear-cut results. (Mecartty, 2000, p. 337)

Separating the constructs of grammar and vocabulary is therefore not as clear-cut a distinction as it may first appear. This notion is expanded upon by Alderson and Kremmel (2013) who explore the capacity of expert judges to distinguish whether test items assess ‘syntactic’ or ‘lexico-semantic’ knowledge. They conclude that it is very difficult to draw a definitive division between the two areas, observing that while it is convenient to separate grammar and vocabulary knowledge for diagnostic purposes, for instance, this may well be an artificial and ultimately misleading distinction to make from a construct perspective. These researchers caution that ‘testers and applied linguists need to recognise the slipperiness of the slope between the constructs and need to qualify or describe their dichotomies’ (Alderson & Kremmel, 2013, p. 550). In a later study, Kremmel, Brunfaut and Alderson (2017) demonstrate a strong role for a ‘phraseological knowledge’ factor in explaining Reading test scores that is not entirely distinct from either grammar or vocabulary, indicating a bridging role for phraseological knowledge which might render the full separation of grammar and vocabulary constructs difficult to operationalise in practice. Support for this perspective is also found in corpus analyses, which highlight the primacy of phraseology in both spoken and written language data (e.g., Römer, 2009; Römer, 2017; Sinclair, 2004).

While the discussion here primarily focuses on Reading, it is highly plausible that a similar blurring between lexis, phrase, and grammar knowledge would occur in Listening, especially in view of Joyce’s insights into the role of learners’ ability/inability to separate individual lexical items in the flow of speech (Joyce, 2011). Indeed, a recent study (Pan et al., 2018) has indicated that the ability to recognise multi-word expressions in Listening input makes a significant contribution to comprehension and, hence, language test performance. With respect to productive skills, a command of phraseology is integral to applying word knowledge.
Where the constructs under scrutiny are closely related in this way, investigating the underlying latent structure of a test will not lead to a straightforward interpretation. It is therefore unsurprising that several analyses of the same test of grammar and vocabulary do not necessarily give a clear answer as to whether it is valid to interpret scores on two related but distinct subskills, or on the same scale. In order to account for both the interrelated nature of the constructs of grammar and vocabulary, as well as their potential for separability, a range of factor analytic methods are employed in the current study, including the bifactor model which is specifically designed account for this issue. More details on this approach are included below.

3.4.2 Dimensionality in English subskills for L2 learners

An understanding of L2 language tests as both uni- and multi-dimensional is a generally accepted perspective within the academic language testing community. Harsch’s (2014) state of play summary emphasises that ‘language proficiency can be conceptualised as unitary and divisible, depending on the level of abstraction and the purpose of the assessment and score reporting’ (Harsch, 2014, p. 153). This is based on considerable investigations into the latent structure of English language tests. In’nami and colleagues investigated the factor structure of several tests: TOEI Reading and Listening (In’nami & Koizumi, 2012); TEAP four-skills test (In’nami, Koizumi & Nakamura, 2016) and Aptis (In’nami & Koizumi, forthcoming) finding evidence for separable but strongly related subskills in all cases. A higher-order factor model with skill-specific factors predicted by a general language factor was also shown to best represent L2 ability in TOEFL four skills test (Sawaki, Stricker & Oranje, 2008, 2009).

Dimensionality investigations therefore play an important role in understanding how the general construct of L2 language ability is reflected in a multi-skill language test. While a narrower test is most likely to provide the most satisfactory measure of a single dimension, in order to meaningfully test a construct as complex as L2 language ability, we need to sample from various content domains. If we had a test that comprised solely of, say, Reading items and we claimed that the score on this test represented an individual’s overall L2 English language proficiency, we would be open to criticism of the “content validity” of our test, in that it was insufficient and sampled from too restrictive a range of abilities to truly call it a test of English language. Thus, in order to widen the domain content, and make the scores on our test a more accurate representation of proficiency in English, we might include items of different types, i.e., Listening, Speaking and Writing, vocabulary knowledge, grammatical knowledge, etc.

All these domains draw on highly related but conceptually distinct knowledge and skills. The wider we cast the net of what we consider to be a content domain of knowledge in our construct, the more multidimensional our measure becomes. This illustrates a fundamental tension in test construction, specifically, the less unidimensional the construct our score represents, the more difficult it is to interpret the score meaningfully, but at the same time, the more unidimensional the construct the more narrow the real world behavioural inferences we can make from the score. Thus, the question “Is this measure unidimensional?” is not the question we should ask, rather we should be asking “To what extent can I interpret the scores from these two related but distinct constructs on the same scale without loss of information on either skill?” (Reise et al., 2010).

These thoughts feed into the investigations carried out in the current study, as we explore the extent to which the four skills, plus grammar and vocabulary, relate to one another with respect to explaining overall L2 language ability.

3.5 Research questions and project outline

The focus of this technical report is twofold. The first element of the research addresses the relationship between grammar and vocabulary as operationalised and tested within the Aptis Core component. Following this, the focus broadens to incorporate all components of the Aptis test, including Listening, Reading, Speaking and Writing. The research questions are as follows.
RQ1: To what extent are grammar and vocabulary items which constitute the Core component in Aptis separable constructs?
Under this research question we examine the evidence which indicates whether grammar and vocabulary components can be considered as separable. This is an important first step in the analysis since if the grammar and vocabulary components were to be found to be separable constructs, then it would call into question the validity of using a single score from the Core component to inform the final achievement on the additional skills.

Three related but distinct analyses are used to respond to this question from various angles. Exploratory approaches using parallel analysis (Horn, 1965) and principal components on the polychoric correlation matrix provide information about whether there is a clear distinction between (and within) groups of grammar and vocabulary items, while multidimensional item response theory (MIRT) addresses the dimensionality of the Core component, with statistical comparisons between unidimensional, multidimensional correlated trait and bifactor models giving an indication of how best to account for the latent structure of the test scores.

RQ2: To what extent does the grammar and vocabulary component represent a core construct in the Aptis test?
This question provides the opportunity to explore the extent to which we might consider the Core section as central to the construct of English language ability, as measured by all components (i.e., Reading, Listening, Speaking, Writing plus the Core component). If the Core component is not “central”, it calls into question the validity of using the scores on this Core component to inform the achievement on the additional components.

In order to investigate this, a correlational analysis of the raw score data matrix is followed by MIRT analysis, which provides a more sophisticated indication of the interrelationships by allowing us to scale the responses and correlate the resulting ability factors/dimensions. Finally under this research question, a Generalised Additive Model for Location, Scale and Shape (GAMLSS) is fit to show the bivariate relationships between the Core component scores and each of the other skill areas (Stasinopoulos, Rigby, Heller, Voudouris & De Bastiani, 2017). This enables us to assess the association between the scores at all points along the score continuum.

4. METHOD

4.1 Description of the data
Data, numbering 66,847 unique cases, were taken from past administrations of the Aptis General tests between April 2016 to March 2017. Each row of data contained information from the Core and any, or all, of the Listening, Reading, Speaking and Writing sections for a given candidate, depending on which combination of skills they elected to take. These scores are all recorded on a scale of 0–50. Core component scores are given on every row of the dataset, reflecting the fact that this component is compulsory for all candidates, whereas the combination of additional skills is elective and varies between candidates. Data came from 263 testing centres around the world where Aptis is offered.

The total numbers of candidates who sat each component are given in Table 1. The most popular skills were Reading, followed by Listening, then Speaking, then Writing. However, all components are very well represented in the dataset.

<table>
<thead>
<tr>
<th>Skill</th>
<th>Core</th>
<th>Reading</th>
<th>Listening</th>
<th>Writing</th>
<th>Speaking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>66,847</td>
<td>51,873</td>
<td>48,302</td>
<td>39,955</td>
<td>36,050</td>
</tr>
</tbody>
</table>
When undertaking Aptis, all candidates are required to take the Core component, they can then additionally take between one and four individual skills components. Figure 3 provides a visualisation of the number of skill components taken by each test-taker (inclusive of the Core component). The majority of test-takers took either three components or all five components. Candidates taking only a single component did not complete the test, since two is the minimum viable option.

Figure 3: Numbers of skill components undertaken by participants

Table 2 gives the breakdown of numbers of individuals taking particular combinations of skill components. The most frequent combination is to take all five components \((n=23,909)\), followed by taking the Core, Reading and Listening \((n=18,438)\), followed by Core, Speaking and Writing \((n=7,320)\). Interestingly, very few participants \((n=18)\) opt to take a combination of Core, Listening and Writing. The candidates taking solely the Core component \((n=297)\) can also be considered anomalous. It may be that this group were in the process of undertaking additional components when the data were extracted from the system. Since they provide valid information for the Core component analysis, they are however retained in the dataset.

Table 2: Skills breakdown for each candidate

<table>
<thead>
<tr>
<th>Skills mix</th>
<th>Number of candidates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
<td>297</td>
</tr>
<tr>
<td>Core + Reading</td>
<td>2,591</td>
</tr>
<tr>
<td>Core + Listening</td>
<td>1,493</td>
</tr>
<tr>
<td>Core + Writing</td>
<td>2,721</td>
</tr>
<tr>
<td>Core + Speaking</td>
<td>1,877</td>
</tr>
<tr>
<td>Core + Reading + Listening</td>
<td>18,438</td>
</tr>
<tr>
<td>Core + Reading + Writing</td>
<td>3,093</td>
</tr>
<tr>
<td>Core + Reading + Speaking</td>
<td>397</td>
</tr>
<tr>
<td>Core + Listening + Writing</td>
<td>18</td>
</tr>
<tr>
<td>Core + Listening + Speaking</td>
<td>749</td>
</tr>
<tr>
<td>Core + Writing + Speaking</td>
<td>7,320</td>
</tr>
<tr>
<td>Core + Reading + Listening + Writing</td>
<td>2,146</td>
</tr>
<tr>
<td>Core + Reading + Listening + Speaking</td>
<td>1,050</td>
</tr>
<tr>
<td>Core + Reading + Writing + Speaking</td>
<td>249</td>
</tr>
<tr>
<td>Core + Listening + Writing + Speaking</td>
<td>499</td>
</tr>
<tr>
<td>Core + Reading + Listening + Writing + Speaking</td>
<td>23,909</td>
</tr>
</tbody>
</table>
For each component undertaken, candidates will have been presented with one of a number of test forms (or versions). Within each skill area, the test forms are fully equated (O’Sullivan & Dunlea, 2015) however, there are no linking items across versions to provide an anchor for this analysis. This issue was addressed in several different ways. For some purposes, test forms are analysed separately, given the scope afforded by the sample size. In other instances, such as the MIRT analysis, the assumption of random equivalence between groups is invoked, an acceptable supposition given that the test forms were randomly assigned to individuals in the same sitting (Kolen & Brennan, 2014).

Figures 4–8 show the score distributions for each component for the full dataset. Zero-inflation in the Speaking test is known to be related to technical issues and non-starters and thus zero scores were cleaned from the dataset. A small incidence of zero inflation is also observed in the Core component score distribution, however, this is not substantial enough to disrupt the analysis.
4.2 Missing data and other manipulations

There was a very small amount of missing data at the item level for the Core component (1.7% of the responses), and the Listening component (0.2%), recorded as ‘-1’. There were no missing data recorded in the other components. For the Listening data there was no discernible pattern in the missingness, and given these were missing values for test questions, a missing response can reasonably be understood to indicate a failure to meet the requirements of the test question, therefore these were recoded as incorrect. For the Core component, the missingness was found to cluster towards the end of the test, when the candidates were presented with the items/tasks focusing on vocabulary knowledge. It is likely that some candidates ran out of time. This is illustrated in Figure 9, in which the grammar scores are plotted against the vocabulary questions² (i.e. the two ‘halves’ of the Core component). There is a clear positive correlation between the two scores, as would be expected. However, along the bottom of the plot we can see a band of participants who score zero on the vocab section but score reasonably high on the grammar part of the component.

It was thought that this was due to participants not reaching the end of the test, and thus having full row missing data. This pattern does not reflect the ability of the candidates per se and would negatively impact the integrity of the statistical procedures aiming to explore dimensionality. After investigation, it was decided to exclude all participants with six or more missing responses from the dataset to avoid this issue. Figure 10 shows what happens when we exclude all participants with six or more missing responses. We can see the ‘line’ at the bottom of Figure 9 has disappeared in this plot. These are the data used moving forward in the analysis.

² A jitter, i.e. a small amount of random movement around the location of each point, has been added to this plot to allow us to more clearly see the underlying pattern of correlation.

Figure 9: Scatterplot of grammar and vocabulary scores in the Core component before removal of missing item responses
4.3 Parallel analysis for dimensionality assessment

To answer research question 1, which addresses the dimensionality of the grammar and vocabulary component of the test, we will initially use parallel analysis (Hayton, Allen & Scarpello, 2004). Parallel analysis is an exploratory technique, meaning that the researcher does not pre-specify which factor the items load upon, rather, the items are free to load on any factors. This contrasts to a confirmatory methodology in which the researcher pre-specifies which items factors load on to. Parallel analysis adjusts the commonly used Kaiser’s criterion, i.e., accepting all principal components/factors with an eigenvalue of > 1 (Kaiser, 1960) to take account of the fact that the sample used for in the analysis is finite (Hayton et al., 2004). Parallel analysis has been found to be the most accurate diagnostic tool for the assessment of dimensionality and specifying the correct number of factors under simulation (Slocum-Gori & Zumbo, 2010). This analysis was carried out using the ‘psych’ package (Revelle, 2017) in R (R Development Core Team, 2018).

4.4 Multidimensional IRT (MIRT) and bifactor models for dimensionality assessment

To gain insights into the dimensionality of the data, Multidimensional Item Response Theory (MIRT) models, a factor analysis type model that can be fitted to binary and ordinal testing data, were fit under the assumption of random equivalence (Kolen & Brennan, 2014). This assumption was necessary so that responses to all test forms could be included in spite of the fact that the lack of overlap prevented an adequately robust correlation matrix to be extracted as is required for traditional analysis of this nature. MIRT models can be interpreted similarly to factor analysis models, i.e., MIRT items load onto “factors” with different weights, these MIRT factors can be rotated using traditional FA methods (e.g., varimax, oblimin, etc.), and individuals have “factor scores” which represent their abilities in the modelled constructs. Note that, similar to factor analysis, MIRT is simply a method of modelling latent structures and can be either exploratory or confirmatory – in this report we are using confirmatory MIRT.
Given the size of the dataset, the complexity of the models and current computing power, it was only possible to fit the models described here to a subset of 10,000 participants – still, a very large sample size. The three models fit and compared in this report are shown in Figures 10, 11 and 12, namely, the unidimensional model, the correlated factors model and the bifactor model, respectively. This analysis was carried out using ‘mirt’ package (Chalmers, 2012) in R (R Development Core Team, 2018).

Note that a further modelling possibility not explored in this study would have been a higher order factor model, e.g., as per Sawaki et al.’s analysis of the TOEFL test (Sawaki et al., 2009) in which all subskill factors are hypothesised to load onto a general factor. This model is closest to that shown in Figure 12 but distinguished by having a general factor latent variable loading onto all skill area factors, as opposed to a series of correlations. This general factor captures the shared variance between the subskill factors. For the purposes of the current analysis, the correlated factor model was used over the higher order factor model because of practical complexities caused by the lack of crossover between items within a subskill (i.e. across different test forms).

It is also useful to contrast the bifactor model shown in Figure 13 with the higher order model, as the interpretation of these can be confused. The bifactor model was applied in the current modelling exercise as it is particularly suitable for investigating the plausibility of subscales (Reise et al., 2010). In the bifactor model, the common variance across all items is directly modelled by a general factor (as per the unidimensional model shown in Figure 11). The residual variance for each subskill is then modelled by a grouping factor. These subskill group factors in the bifactor model represent variance that is specifically not accounted for by the general factor; in other words, they represent the variance exclusive to each skill area. For a full discussion of the differences and similarities between the bifactor and the higher order model see e.g., Chen, West, and Sousa (2006), Dunn and McCray (2020).

The interpretation of the bifactor model can be illustrated with reference to modelling Aptis test scores. In Aptis we are measuring Core, Reading, Listening, Speaking and Writing, with the assumption that underlying these is a general factor representing L2 English ability, picked up to varying extents by each of the five components. Rather than model this as a higher-order latency, in the bifactor model, it is hypothesised that the general factor loads directly on the observed variables, and additionally each item also loads onto one, and only one, grouping factor associated with other items in the same subskill.
Importantly, in this implementation of the bifactor model, each grouping factor is hypothesised not to be correlated with any of the other skill-specific grouping factors, or indeed the general factor. In this way, the bifactor model separates the latent structure into a shared general underlying ability that influences performance across all skill areas, and skill-specific traits that impact only on performance in a single skill area. For example, in the Aptis Listening component, it may be that a distinct share of the variance in scores is related to the test-takers’ ability to distinguish individual words in a flow of speech (cf. Joyce, 2011). This skill is independent of the general factor, in as much that it does not impact on the ability of the candidates to give a correct or incorrect answer for any of the other skills components but is a latency that has a direct impact on performance for all Listening items. A more detailed explanation of the bifactor model with reference to modelling Aptis data, is given in Dunn and McCray (2020).

When a confirmatory bifactor model has been fit to multidimensional data, it is possible to assess the magnitude of the loadings of the items on both general and grouping factors. A low loading on the general and a high loading on the grouping factor would indicate that a construct is providing little information on the general factor and much that is independent of the general factor – as such it might be best modelled as a subscale. Conversely, a high loading on the general factor and a low loading on the specific factor indicates that a construct is providing little information beyond the general factor and is therefore “safe” to consider unidimensional.

Reise et al. (2010) offer a cutting-edge technique for assessing the dimensionality of a test via their comparative method methodology. This method involves fitting a straightforward unidimensional model and a bifactor model to the same data. The loadings on the single factor of the unidimensional model can then be compared with the equivalent loadings on the general factor on the bifactor model. The magnitude of differences between the loadings of items on these two modelling procedures indicates the strength of the case for unidimensionality, as this represents the extent to which the scale is distorted by forcing multidimensional data onto a unidimensional scale. If there is little difference between the loadings on the unidimensional versus bifactor model, the data can be considered “unidimensional enough” to be reported on a single scale. In addition to this, Reise et al. (2010) recommend examining the size of the specific factor loadings. Higher grouping factor loadings are indicative that it might be useful to create subscales.

Regarding the explorations of dimensionality in test data, Reise et al. (2010) assert that “by judicious selection of fit statistics and rules-of-thumb, and by deciding whether to parcel items or allow correlated residuals, informed researchers basically can conclude whatever they wish regarding dimensionality” (Reise et al., 2010, p. 17). In other words, if you go looking for multidimensionality you will probably find it. Rather than asking the question Is this measure unidimensional (yes/no), Reise et al. (2010) suggest a more useful question to ask would be If we model this data as unidimensional can we live with the impact of the distortion of the scale on validity? Thereby asking whether the multidimensional constructs are sufficiently correlated such that interpretations of the score are not greatly affected by this multidimensionality? Put simply: is the scale ‘unidimensional enough’ to serve the measurement purpose to which it is being put?

### 4.5 Generalised Additive Models for Location, Scale and Shape (GAMLSS)

To investigate the nature of the relationship between the Core component and the other skill areas, Generalised Additive Models for Location, Scale and Shape (GAMLSS) were employed (Stasinopoulos et al., 2017). GAMLSS are a flexible class of models which allows, among other things, to find nonlinear best fit lines and centile estimates for pairs of variables. Essentially, this sidesteps the need to specify a function, linear or otherwise, in describing a bivariate relationship. The nonlinear best fit lines in GAMLSS are determined by smoothing, i.e., using data surrounding a point to influence the estimate of the current data point. In a GAMLSS model using a normal distribution, the mean (location), variance (scale), skew (shape) and kurtosis (shape) can be simultaneously estimated across a reference variable. The advantage of GAMLSS over other techniques for our purpose is that, with very large datasets such as the one used in this paper, they allow very accurate estimation of fit lines and centiles. In this study, we are interested in using GAMLSS models to look at the nonlinear relationships between the scores in the Core component and those on the skills components.
Models were fit in the ‘gamlss’ package (Rigby & Stasinopoulos, 2005) in R (R Development Core Team, 2018).

5. RESULTS

The results are discussed for each research question in turn over the following two sub-sections.

5.1 Research Question 1: To what extent are grammar and vocabulary separable constructs in Aptis?

5.1.1 Parallel analysis

The findings from the parallel analysis on the item response data indicated that for each test form included in the analysis, more than one component should be extracted (NB: “component” here is used to refer to the statistically derived components, not the test section). Table 3 shows the numbers recommended are between 4 and 6, with a mean of 5.37, indicating that there is multidimensionality across all versions of the Core component.

The sections below describe analysis focused on uncovering further the patterns of multidimensionality evidenced at this exploratory stage.

Table 3: Number of components suggested for extraction by parallel analysis

<table>
<thead>
<tr>
<th>Version included in analysis</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of components</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

5.1.2 Core component loadings

A PCA was run on the tetrachoric correlation matrix of a single version of the Core component and oblimin rotation applied. This oblique rotation method allows the extracted components to correlate, resulting in a set of transformed components (TCs) (Revelle, 2017). The results of this analysis can be seen in Table 4, with estimated loadings under .35 suppressed for ease of interpretation. The picture is mixed, with no clear split in the item loadings by component. If there were a clear separation between grammar and vocabulary items, we would see many grammar items loading highly on a factor and many vocabulary items loading highly on another component. The dominant component from the analysis is TC1, with 14 grammar items and 9 vocabulary items loading most heavily onto it, although this only accounts for just under half of the 50 Core items. There is, however, some small indication that the components could be related to item-type specific clusters, as TC2 is strongly oriented to vocabulary items, with 10 of these loading onto this component and only one of the grammar items. TC3 meanwhile sees a reversal of this pattern, with 6 grammar items and 2 vocabulary items loading onto this component. Unfortunately, there was not full content information on the items across the full test. However in order to investigate further the structure of the Core component, we take a closer look at the vocabulary items below.

---

3 NB: “Component” in this sense refers to the name of the mathematically derived relationships, rather than the component of the Aptis test.
Table 4: Estimated component loadings from PCA of a single version of the Core component following oblimin rotation

<table>
<thead>
<tr>
<th>ITEM TYPE</th>
<th>ITEM NUMBER</th>
<th>TC1</th>
<th>TC2</th>
<th>TC3</th>
<th>TC4</th>
<th>TC5</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRAM</td>
<td>Item 1</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 2</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 3</td>
<td></td>
<td>0.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 4</td>
<td></td>
<td>0.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 5</td>
<td>0.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 6</td>
<td></td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 7</td>
<td></td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 8</td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 9</td>
<td>0.39</td>
<td></td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 10</td>
<td></td>
<td></td>
<td>0.4</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 11</td>
<td></td>
<td></td>
<td>0.4</td>
<td></td>
<td>0.48</td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 12</td>
<td></td>
<td></td>
<td>0.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 14</td>
<td></td>
<td></td>
<td>0.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 15</td>
<td></td>
<td>0.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 16</td>
<td></td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 17</td>
<td></td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 18</td>
<td></td>
<td></td>
<td></td>
<td>-0.37</td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 19</td>
<td></td>
<td></td>
<td>0.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 20</td>
<td></td>
<td>0.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 21</td>
<td></td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 22</td>
<td></td>
<td>0.39</td>
<td></td>
<td>-0.54</td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 23</td>
<td></td>
<td></td>
<td>-0.5</td>
<td>-0.45</td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 24</td>
<td></td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>Item 25</td>
<td></td>
<td></td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 26</td>
<td></td>
<td>0.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 27</td>
<td></td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 28</td>
<td></td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 29</td>
<td></td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 31</td>
<td></td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 32</td>
<td></td>
<td>0.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 33</td>
<td></td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 34</td>
<td></td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 35</td>
<td></td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 36</td>
<td></td>
<td>0.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 37</td>
<td></td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 38</td>
<td></td>
<td>0.66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 39</td>
<td></td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 40</td>
<td></td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 42</td>
<td></td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 43</td>
<td></td>
<td>0.46</td>
<td>0.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 44</td>
<td></td>
<td></td>
<td>0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 45</td>
<td></td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 46</td>
<td></td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 49</td>
<td></td>
<td>0.67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOCAB</td>
<td>Item 50</td>
<td></td>
<td>0.41</td>
<td>0.45</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.1.3 Examination of vocabulary item type and factor loadings

The vocabulary section of the Core component consists of four item types: Synonyms (S), Understanding meaning form context (U), Collocation (C) and Definitions (D). It was hypothesised that these different item types may play some part in the multidimensional structure of the Core component, and thus be a source of non-construct related variance. In other words, previous experience or specific ability to respond to particular types of items may be a driver of the multidimensionality.

To assess this source of non-construct-related variance, the vocabulary items (n=25) from a single version of Core component were subject to PCA in relation to item type. In total, the number of test-takers analysed was 8,326. A parallel analysis was run on the tetrachoric correlation matrix of the items which suggested the extraction of three components. Table 5 provides the results of the extraction of three components, again a component loading cut-off of 0.35 is used to aid interpretation.

Interpreting the component loadings, there is little evidence that a major cause of the multidimensionality in the vocabulary items is due to item type. The latent structure captured by the components appear to reflect the progressive difficulty of the items, with the easier items loading on the first component and harder items on the second, with a transition point at the B1 level. Indeed, the Synonym items at B1 have moderate-to-high loadings across both TC1 and TC2, while the Synonym items at A1 level are firmly related to TC1. In summary, there is no clear evidence of different subskills driving multidimensionality that can be found in the data.

Table 5: Estimated component loadings from PCA of vocabulary items from a single version of the Core component

<table>
<thead>
<tr>
<th>Task Type</th>
<th>CEFR Level</th>
<th>TC1</th>
<th>TC2</th>
<th>TC3</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>A1</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>A1</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>A1</td>
<td>0.37</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>A1</td>
<td>0.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>A1</td>
<td></td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>A2</td>
<td>0.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>A2</td>
<td>0.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>A2</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>A2</td>
<td></td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>A2</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>A2</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>A2</td>
<td>0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>A2</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>A2</td>
<td>0.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>A2</td>
<td>0.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>B1</td>
<td>0.35</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>B1</td>
<td>0.49</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>B1</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>B1</td>
<td></td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>B1</td>
<td></td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>B2</td>
<td>0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>B2</td>
<td>0.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>B2</td>
<td></td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>B2</td>
<td></td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>C</td>
<td>B2</td>
<td></td>
<td>0.71</td>
<td></td>
</tr>
</tbody>
</table>

---

* A different version than that analysed in Section 5.1.2 above.
5.1.4 Confirmatory MIRT analysis of grammar versus vocabulary items

Given the fact that it appears the major sources of dimensionality in the Core component are not due to a separation between grammar and vocabulary items, it was decided to fit confirmatory MIRT models to force the assessment of this kind of dimensionality.

Below are the results of the specification of three models (please refer back to Figures 11 to 13 in Section 4.4. for graphic illustration of these models):

a) a unidimensional model which assumes that the vocabulary and grammar items load on to a single factor
b) a two-correlated-factor model, in which vocabulary items load on one factor and grammar items on another
c) a bifactor model which has a general factor, one vocabulary-specific factor and one grammar-specific factor, all of which are uncorrelated with one another.

With respect to model comparisons, given the models are not all nested, comparative fit statistics AIC (Akaike, 1974), BIC (Schwartz, 1978), AICc (Hurvich & Tsai, 1989) (Hurvich & Tsai, 1989) (sample size corrected AIC) and SABIC (Enders & Tofighi, 2008) (sample size corrected BIC) were used to assess relative model fit. Table 6 provides these statistics – the interpretation of these is that the lower the value of the statistic, the more parsimonious a fit the model is to the data. The comparative fit statistics all indicate that the unidimensional model is the poorest fit to the model, the two-correlated-factor model is a slightly better fit, and the bifactor model is a distinctly better fit than both.

Table 6: Model fit statistics for the three MIRT models fit to grammar and vocabulary data

<table>
<thead>
<tr>
<th></th>
<th>Unidimensional model</th>
<th>Two correlated factor model</th>
<th>Bifactor model</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. parameters</td>
<td>400</td>
<td>801</td>
<td>1200</td>
</tr>
<tr>
<td>LL</td>
<td>-1588868</td>
<td>-1584599</td>
<td>-1571181</td>
</tr>
<tr>
<td>AIC</td>
<td>3179336</td>
<td>3170800</td>
<td>3144761</td>
</tr>
<tr>
<td>BIC</td>
<td>3186593</td>
<td>3178065</td>
<td>3155646</td>
</tr>
<tr>
<td>AICc</td>
<td>3179356</td>
<td>3170820</td>
<td>3144807</td>
</tr>
<tr>
<td>SABIC</td>
<td>3184050</td>
<td>3175520</td>
<td>3151833</td>
</tr>
</tbody>
</table>

Having established the bifactor model provides the closest reflection of the data, we now need to ascertain whether splitting grammar and vocabulary items would bring a practically significant improvement in score reporting. According to Reise et al.’s comparative method (Reise, Cook & Moore, 2015), we can assess the impact of reporting what is ostensibly a multidimensional scale on a unidimensional scale by: a) assessing the difference in the discrimination parameters (loadings) between the unidimensional model and the general factor of the confirmatory bifactor model; and b) additionally assessing the factor loadings on the orthogonal non-general factors.

To this end, Table 7 shows, by domain, the means and SDs for: 1) differences in loading between the unidimensional and bifactor general factor loadings; 2) the loadings on the general factor; and 3) the loadings on the grouping factor associated with each skill.
Table 7: Mean loadings for the bifactor model of core component

<table>
<thead>
<tr>
<th></th>
<th>Grammar</th>
<th>Vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td>General factor</td>
<td>1.15 (0.54)</td>
<td>1.81 (0.81)</td>
</tr>
<tr>
<td>Grouping factor</td>
<td>0.32 (0.42)</td>
<td>0.47 (0.57)</td>
</tr>
<tr>
<td>Absolute difference between general factor of bifactor model and single factor of unidimensional model</td>
<td>0.05 (0.07)</td>
<td>0.09 (0.11)</td>
</tr>
</tbody>
</table>

An interpretation of the summary estimates shown in Table 7 is that while there are some items which could benefit from a multidimensional model (evidenced by non-zero mean loadings on skill-specific grouping factors), overall the unidimensional model performs very similarly to the bifactor model. This is demonstrated by the low difference in loadings on the general factor when compared with the unidimensional model. It can be concluded therefore that the unidimensional model does not distort the overall construct of grammar and vocabulary ability to a great degree. In other words, the construct is unidimensional enough to be reported on a single scale, and splitting the construct will provide negligible improvement in measurement.

5.1.5 Joint interpretation of analyses responding to RQ1

In summary, some evidence for multidimensionality within the Core component item response matrix has been discerned (in the parallel analysis and exploratory PCA). However, the distinction between dimensions does not appear to rest on items focusing on grammar versus vocabulary (as shown by the loadings for the rotated PCA solution, and the MIRT analysis). In fact, the strongest indication of a pattern in the dimensionality relates to the item difficulty. Unfortunately, full details of item content were not available for the whole dataset beyond top-line identification of grammar and vocabulary items. However, analysis on a subset of vocabulary items from a single version indicated this to be the case. This is strongly recommended as an area for further investigation using a dataset with more comprehensive item-level details.

With respect to the findings of the MIRT analysis, a statistically significant better fit for a two-correlated-factor model over the unidimensional model was noted, and considerably better fit for the bifactor model over both of these. This finding indicates that there is skill-specific variance that may need to be taken into consideration. However, a closer examination of the incremental information that the bifactor model would bring implies that the combination of grammar and vocabulary items is “unidimensional enough” (Reise et al., 2015) to be reported as a single score.

5.2 Research Question 2: To what extent does the grammar and vocabulary component represent a core construct in the Aptis test?

5.2.1 Correlation of raw scores

A simple method of assessing the extent to which the Core component is central to Aptis is by the assessment of the raw score correlations between each component. Table 8 provides the Pearson correlation matrix for the raw scores for each component (using pairwise complete observations, i.e., all available data) and a mean value of correlation. It can be seen from the table that, on average, the Core component correlates highest with the others ($r = 0.77$). The lowest average correlation with other components is for the Listening component ($r = 0.73$). All other components correlate similarly with the other components ($r = 0.75$). The lowest correlation in raw scores is between Listening and Writing ($r = 0.69$), while the highest is between Core and Writing ($r = 0.79$). Given the very large

---

5 As a point of comparison, Reise et al. (2014) present an example of a measure they do not consider to be appropriate to report on a multidimensional scale whose mean difference between discrimination parameters between the one factor and bifactor model general factor is 0.11 logits.
sample size, this table provides evidence that the Core component is the best predictor component of other skills, however, the difference in mean correlations with other components is not large.

Table 8: Raw score correlations between components

<table>
<thead>
<tr>
<th></th>
<th>Core</th>
<th>Reading</th>
<th>Listening</th>
<th>Writing</th>
<th>Speaking</th>
<th>Overall</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Core</td>
<td>0.77</td>
</tr>
<tr>
<td>READING</td>
<td>0.79***</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>Reading</td>
<td>0.75</td>
</tr>
<tr>
<td>LISTENING</td>
<td>0.76***</td>
<td>0.73***</td>
<td>1</td>
<td></td>
<td></td>
<td>Listening</td>
<td>0.73</td>
</tr>
<tr>
<td>WRITING</td>
<td>0.77***</td>
<td>0.76***</td>
<td>0.69***</td>
<td>1</td>
<td></td>
<td>Writing</td>
<td>0.74</td>
</tr>
<tr>
<td>SPEAKING</td>
<td>0.75***</td>
<td>0.71***</td>
<td>0.74***</td>
<td>0.75***</td>
<td>1</td>
<td>Speaking</td>
<td>0.74</td>
</tr>
</tbody>
</table>

*** indicates that p < 0.001

5.2.2 Confirmatory MIRT analysis of four skill components and the Core component

A more nuanced method for assessing the centrality of the Core component is to use Multidimensional IRT. MIRT allows us to better correlate the underlying trait ability (i.e. Core, Reading, Writing, etc.) than does simply correlating the overall scores. That said, both methods should tell approximately the same story.

The three models described in Section 4.4 above were fit to a subset of 10,000 participants who had completed all five components. This decision to limit the analysis to the participants with a full set of response data stems from the need to maximise the available information in the dataset, plus to allow this large model to fit some of the response categories for which there were low responses to be collapsed. An algorithm was written to allow categories to be collapsed until there either there was no category with fewer than 20% of the total number of responses, or the variable was binary.

Table 9 provides the fit statistics for the three models fitted. On all measures, the bifactor model is the best fit, followed by the correlated factor model, followed by the unidimensional model.

Table 9: Model fit statistics for the three MIRT models fit to all components

<table>
<thead>
<tr>
<th></th>
<th>Unidimensional model</th>
<th>Five-correlated-factor model</th>
<th>Bifactor model</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. parameters</td>
<td>1771</td>
<td>1781</td>
<td>2564</td>
</tr>
<tr>
<td>LL</td>
<td>-451175</td>
<td>-449941</td>
<td>-444079</td>
</tr>
<tr>
<td>AIC</td>
<td>905892</td>
<td>903444</td>
<td>893286</td>
</tr>
<tr>
<td>BIC</td>
<td>918662</td>
<td>916286</td>
<td>911773</td>
</tr>
<tr>
<td>AICC</td>
<td>906655</td>
<td>904216</td>
<td>895055</td>
</tr>
<tr>
<td>SABIC</td>
<td>913034</td>
<td>910626</td>
<td>903625</td>
</tr>
</tbody>
</table>
Table 10 shows the correlations between factors in the five-factor model. Note that the Core component still has the highest correlation with the other skill factors, although, Reading is now close behind.

**Table 10: Correlations between factors in five-factor model**

<table>
<thead>
<tr>
<th></th>
<th>Core</th>
<th>Reading</th>
<th>Listening</th>
<th>Writing</th>
<th>Speaking</th>
<th>Overall</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Core</td>
<td>0.842</td>
</tr>
<tr>
<td>READING</td>
<td>.866</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>Reading</td>
<td>0.838</td>
</tr>
<tr>
<td>LISTENING</td>
<td>.830</td>
<td>.824</td>
<td>1</td>
<td></td>
<td></td>
<td>Listening</td>
<td>0.817</td>
</tr>
<tr>
<td>WRITING</td>
<td>.875</td>
<td>.866</td>
<td>.789</td>
<td>1</td>
<td></td>
<td>Writing</td>
<td>0.837</td>
</tr>
<tr>
<td>SPEAKING</td>
<td>.797</td>
<td>.799</td>
<td>.826</td>
<td>.816</td>
<td>1</td>
<td>Speaking</td>
<td>0.809</td>
</tr>
</tbody>
</table>

Table 11 meanwhile shows: 1) the mean values and standard deviations for the loading on the general factor; and 2) the mean loading for the grouping factors in the bifactor model of all skill components.

**Table 11: Mean loadings for the bifactor model on full dataset**

<table>
<thead>
<tr>
<th></th>
<th>Core</th>
<th>Reading</th>
<th>Listening</th>
<th>Writing</th>
<th>Speaking</th>
</tr>
</thead>
<tbody>
<tr>
<td>General factor</td>
<td>1.37 (0.67)</td>
<td>2.16 (0.61)</td>
<td>1.27 (0.59)</td>
<td>2.02 (0.67)</td>
<td>2.40 (0.56)</td>
</tr>
<tr>
<td>Grouping factor</td>
<td>0.15 (0.55)</td>
<td>0.62 (0.74)</td>
<td>0.63 (0.39)</td>
<td>0.79 (0.33)</td>
<td>1.29 (0.52)</td>
</tr>
</tbody>
</table>

The loading on the general factor is related to how well the items in the subskills correlate, on average, with the general construct, i.e. *L2 English ability*. These loadings are related to some extent to the number of response categories in the observed variables, so items with more response categories tend to have a higher loading; this explains the higher values for Reading, Writing and Speaking, all of which have polytomous response scales, while Core and Listening item responses are binary. The loading on the grouping factors on the other hand represent the unique information that is measured by a specific subskill, distinct from the general factor (Dunn & McCray, 2020).

A key point of interest to note in this analysis is the comparison between loading values for the grouping factors. The mean loading for the grouping factor associated with the Core component is 0.15. This indicates that the Core component carries little additional information over the general factor. Compare this with the much higher mean loadings on the grouping factors for the other language domains, which are shown to be carrying much more information than is measured by the general factor. In other words, this can be cited as evidence to show that the grammar and vocabulary component actually is “core” to the construct of L2 English as measured by Aptis.
5.2.3 GAMLSS analysis of Core component scores against other components

The analysis described above provides point estimates to indicate the strength of relationships between the various skill components of Aptis with the Core component. In view of moving to consider the practical application of using the score information from the Core component to adjust the CEFR level boundaries, we had an interest in assessing the predictive value of the Core component score at all points along the score continuum. GAMLSS analysis allows us to address the question: Is the association between score on the Core component and score on the skills components stronger at higher scores? If, for example, the scores on the Core and skills components are more closely associated at higher overall scores, then it may make sense to only adjust CEFR level decisions for the higher scoring candidates.

On the x-axes of plots Figures 14–18, we have individuals’ scores on the skills components while on the y-axes we have their score on the core component. The solid black line, in the plots, is the 50th centile line (i.e., a line of best fit derived from the GAMLSS), and the red and blue dashed lines are 25th/75th and 10th/90th centile lines, respectively. As an example, examining Figure 14, a test-taker scoring 20 on the Core score component would have: i) an expected score of ~21 on the Listening component (i.e. the average score for those who score 20 on the core); ii) 50% chance of scoring between ~18 and ~27 on the Listening component; and iii) 90% chance of scoring between ~14 and ~31 on the Listening component. Given our Core score, we can therefore predict the likely score range of a test-taker on a subskill. When the confidence band is narrower, we can better predict the subskill score from the Core score. When the gradient of the 50th quantile (black) line is steeper, it means that the association between changes in scores on the core and subskills is stronger.

Looking to Figures 15–18, we can see that there is a clear positive relationship between Core scores and subskill scores, meaning that knowing the Core score of an individual would allow one to predict, with some accuracy, their score on any of the subskills. Figures 15, 17 and 18, and to a lesser extent 14, show an ‘s’ shaped 50% quantile line. At the top end of the plots, this ‘s’ shape and accompanying narrowing of the upper 10 (blue dashed) and 25% (red dashed) quantile lines, is simply due to a ceiling effect. At the bottom end, the lessening of the association between Core and subskills is due to floor effects (clear in Figures 17 and 18) and perhaps to the fact that at scores less than 10, candidates are scoring worse than chance. In order to attempt to deal with these floor and ceiling effects as well as possible, unidimensional IRT models were fit and the ability estimates used to map the relationships between Core and subskills.
Figures 19–22 represent the GAMLSS model fitted to the IRT scaled scores on the test. For components with dichotomously scored items (Core and Listening), the model employed was the three-parameter logistic model (Birnbaum, 1968). For those with polytomously scored items (Reading, Speaking, Writing), the graded response model was used (Samejima, 1969). The rationale for this is that the IRT models allow us to non-linearly scale the raw scores to an interval scale to better reflect changes in underlying ability.
Interpreting Figures 19–22, we can immediately see that below -2 logits on the Core component there is very little data, and what there is bears little relationship to the skill scores; this is particularly marked for Reading (Figure 19). Looking to the estimated curves after this -2 mark, it is apparent that, overall, the relationships between Core and each of the skills has been smoothed somewhat compared to the models using the raw scores, and there is an approximately linear relationship in each case.

The most consistent pattern of association can be seen for Listening (Figure 20), with quantile lines being roughly parallel. At the top right of the plot, however, the 10th quantile line curves inwards, this is evidence of a slight ceiling effect, a situation which is echoed to a more severe degree in Reading, where the best fit line itself starts to flatten off slightly at the higher end of the ability spectrum. This can be understood as a ceiling effect in the Reading test in light of the truncated distribution in the Reading scores observed in the raw data (Figure 6, Section 4.1).

With respect to the relationship between Core and each of the skill areas, it can be seen that there is a discernible positive relationship in each domain across the ability spectrum (as shown by the upward slope from left to right in each of the figures). The GAMLSS modelling approach is useful in that the best fit line does not assume linearity (or other function) and can therefore be useful in showing changes in the steepness of the slope along the axes.
In the case of Speaking, Writing and Reading there is a slightly steeper slope below 0 logits, indicating that the relationship is in fact strongest for the candidates that are performing lower than average. The slight “s” shape apparent in these curves indicates that the association between these skills and Core score is slightly weaker at the lower and higher ends of the core ability distribution and slightly stronger in the middle. This is perhaps attributable to features of the test scoring mechanism.

For Listening, there is more of a consistent relationship across the spectrum. One point to note is that Listening is the only test component to consist of dichotomously scored items (as is the Core component), the other skills components are scored polytomously, which might influence the IRT ability estimates. Additionally, it is clear from the slightly fractured pattern in the scatter plots for Reading, Writing and Speaking at the top right-hand side of the plots that the grain of information about ability is not so fine as in Core or Listening. It is therefore recommended that the exact shape of these slopes is not over-accentuated in the interpretation. It can be concluded that there is not strong evidence of significant departures from an approximately linear relationship between the trait measured by core and that measured by the skill area components.

5.2.4 Joint interpretation of studies responding to RQ2

Overall, we have some evidence that, from a statistical perspective, performance on the grammar and vocabulary items in the Core component can viewed as reflecting a fundamental element of the candidates’ L2 English ability that is applicable across the four skill areas.

This is demonstrated in the strong positive correlations observed between the Core component and skill area scores (both for raw score correlations and correlations between the scaled factors using the five-factor MIRT model). This analysis indicated that the relationship between the Core component and each of the skill areas was stronger than relationships between individual skill areas. While these correlational approaches assume linearity in the relationship, the GAMLSS modelling exercise enabled us to show this assumption largely holds, with a similar relationship between IRT calibrated ability estimates across the spectrum for the Core component and each of the individual L2 skills. This was, however, less distinct at both extremes of the score scale. With respect to the higher end of the scale, ceiling effects in some of the components were observed. The overall picture could be strengthened by conducting a complementary study using data from the Aptis Advanced variant, which challenges candidates to a greater extent at the higher end of the ability spectrum.

The bifactor models incorporating observed score data from all Aptis components clearly indicated that the hypothesised L2 English ability factor accounted well for the variance in the Core component responses as well as those of each L2 skill. However, while the Core component had virtually no loading on a grouping factor, each of the L2 skills respectively demonstrated considerably higher grouping factor loadings. This indicates that: a) the L2 English ability factor is highly relevant in predicting item responses across the full test; and b) the grammar and vocabulary questions only draw minimally on an additional skill-specific grouping factor, in comparison to the other language domains which rely more heavily on commonalities not captured by the general factor. This pattern of relationships provides evidence to consider the Core component as “core” in the test.

As is consistent with the aims of the study, therefore, we have accrued various pieces of statistical evidence to support the theoretical basis on which the Aptis test was structured at development phase. This study is valuable because of the size of the sample population, and the huge range of abilities and English language learning backgrounds represented in the dataset. While it is ultimately a judgement call as to whether the Core component is central to the collection of all the items across each language domain, we have certainly found evidence to support the theoretical assumption, and nothing to refute it outright.
6. DISCUSSION

This study addresses two research questions seeking to establish the extent to which empirical evidence supports the scoring approach taken in the Aptis test, whereby the scores from the Core component feed in to refine CEFR level decisions across the four skill areas. In the first investigation of its kind using Aptis data, answering these questions involved exploring patterns in the score data gathered from a large global sample of Aptis test candidates using sophisticated statistical tools. The study provides empirical support for the cognitive processing models of L2 language proficiency upon which the Aptis test was founded, i.e., those which posit grammar and vocabulary in a core role across all language domains (Field, 2013; Khalifa & Weir, 2009). While this has been shown empirically in other contexts, the usefulness of the current study lies in its use of Aptis data, the large scale of the participant sample, and the wide range of language aptitudes incorporated. This study was able to map the relationship between grammar and vocabulary, and each of the skills of Listening, Reading, Writing and Speaking for abilities spanning CEFR levels A0 to C6.

With respect to the design of the Aptis test, the study findings indicate that there is no strong evidence to contradict the current approach of reporting and using the Core component scores on a single scale, i.e., amalgamating scores from grammar and vocabulary items. Additionally, the results of the investigation gave support for using the Core component scores to feed into the CEFR level allocations in the other skill areas. Although one caveat highlighted in the introduction to the analysis bears repeating here, which is that investigations into the dimensionality of tests and testing systems rarely point to an unequivocal answer. The interpretation of dimensionality analysis will always be linked to the context of measurement. With this in mind, the key findings under each research question are summarised below.

Firstly, under RQ1 there was an investigation into the dimensionality of the Core component with a view to understanding whether the constituent grammar and vocabulary items were unidimensional enough to treat scores on a single scale. While there was some evidence of multidimensionality detected in the Core component scores, there was no compelling indication that the source of this structure lying in the content of the items, i.e., grammar versus vocabulary items. Interpretation of these findings was given in the light of the Reise et al’s (2014) observation that all tests will exhibit signs of multidimensionality to some extent, it is only problematic if the extent of this multidimensionality is degrading to the overall scale. Analysis comparing a unidimensional and a bifactor model gave no indication that the grammar and vocabulary elements of the Core component test exhibit an excessive degree of “skill-specific” variance to merit their interpretation on separate scales.

Investigations under RQ2 involved statistical modelling of response data for all components using a multidimensional IRT approach in order to understand the role of grammar and vocabulary in explaining L2 language ability in the context of the other skills. This provided information about the contribution of each skill area to an underlying trait hypothesised to represent general L2 language ability. It was found that the general L2 language ability factor (in the bifactor MIRT model) accounted well for the variance in Core component scores, with virtually no loading on its specific factor. This was interpreted as evidence that, from a statistical perspective, performance on the grammar and vocabulary items in the Core component reflect a fundamental element of the candidates’ L2 English ability that is applicable across the four skill areas. The GAMLSS modelling exercise enabled us to show that the assumption of a linear relationship between Core and L2 skill areas largely holds, with a relatively constant relationship between IRT calibrated ability estimates across the ability spectrum for the Core component and each of the individual L2 skills.

---

4 Aptis General does not discriminate between C1 and C2 level abilities; a further study using data from the Aptis Advanced would provide the opportunity.
In addition to the findings directly related to the design and functioning of the Aptis test, the findings here also highlight some interesting points from a second language acquisition perspective, and thus contribute to the wider literature in this area. While there is evidence for a strong positive association between grammar and vocabulary knowledge and the different language domains across the ability spectrum, the findings in this study tally with studies which indicate that the very closest relationship exists at the slightly lower levels of ability (e.g., in L2 speaking De Jong et al. (2012); in L2 reading Shiotsu (2010)), and may explain Jeon and Yamashita’s failure to reject their null hypothesis of a stronger effect at higher levels of proficiency in reading (Jeon & Yamashita, 2014, p. 195). Additionally, the insights accorded by this analysis regarding the nature of the relationship between the Core component and the skill-specific components can be used in future to refine and develop the use of Core scores in the determination of the final scores for each skill area. This however is beyond the scope of the current report, for which it was sufficient to illustrate the relationship in general, since the aim was to investigate whether the Core component could be viewed as playing a genuinely “core” role in the test. However, in future it would be valuable to carry out further detailed investigations. This could, for example, involve looking further into the variation at different ability levels, or perhaps utilising data from Aptis Advanced to give a more complete picture of the relationship across the L2 English ability spectrum.

Another more general interest finding to arise from this study relates to the modality of the testing. The analysis presented here shows that the modality of testing grammar and vocabulary does, to some extent, bear a relationship with the statistical explanation of skill-area scores. The grammar and vocabulary questions in the Core component are presented in a written multiple choice, and while there is a strong positive correlation between test performances and all the L2 skill areas, the relationships are weaker for the non-matched skills. This pattern is also replicated in the MIRT analysis. In a five-correlated factor model, the highest correlations with the Core component loadings are with the loadings on the Writing and Reading components. The bifactor model meanwhile shows the Reading component to have the lowest loading on its specific factor compared to the other skill areas, second only to the Core component. This indicates that the ability underpinning the responses to the Reading component and Core component are most similar, i.e., rely less on additional abilities, compared to the other skill areas. It would be of interest to see if the balance changed if the stimulus for the core component were delivered aurally (thus giving it more in common with the Listening test). Again, this is beyond the scope of the current study, however it provides potential inspiration for further research and potential test development options.

In summary, the results of this in-depth study provided satisfactory detail to answer RQs 1 and 2 in a manner affirmative to the structure of the Aptis testing system. The analysis presented also provides some additional insights that could form the basis of future research topics, and aid the ongoing refinement and development of the Aptis testing system.

Note: This would not be possible using data from the current delivery model.
7. LIMITATIONS

This study involved modelling huge disjointed data sets, made possible in many cases using the assumption of random equivalence. While the randomised allocation of test versions across test centres globally means that we are confident that this assumption holds, it has stretched the statistical estimation demands during the analysis. This meant that the MIRT analysis was limited to a sub-sample of 10,000 candidates, and that there were also some limitations as to which MIRT models it was possible to employ. For example, the higher-order factor model was not estimable with the concurrent data structure. This was not crucial to the research questions being asked in the current study, however, the widespread use of this model in other studies (e.g., In’nami & Koizumi, 2012; In’nami et al., 2016; Sawaki et al., 2008, 2009) means that it would have been useful to employ this model for the purposes of direct comparison.

A further limitation of the study is that it only employed data from the Aptis General test, which is designed to provide information about the English language ability of candidates ranging between A0–C on the CEFR scale. While it was a strength of this study to have inbuilt information from a standardised test about the ability level of the participants, it would have been of further value to be able to discriminate candidates at the very high end of the ability spectrum. This would have been particularly relevant in gaining insights into the relationship between skill areas and grammar and vocabulary for the more able L2 users. This is highlighted in the report as a possible area for further investigation, as it would be a possibility to use data from the Aptis Advanced variant for this purpose.

A final limitation of the study worth mentioning was the lack of available information on item content. This would have been especially useful in exploring the dimensionality of the Core component, as we could have more fully investigated the origin of the multidimensionality detected.
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